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Abstract: In a wireless sensor network (WSN) setting, this paper presents a distributed decision-making framework and illustrates its application in an online structural health monitoring (SHM) system. The objective is to recover a damage severity vector, which identifies, localizes, and quantifies damages in a structure, via a distributed and collaborative decision-making among wireless sensors. Observing the fact that damages are generally scarce in a structure, this paper develops a nonlinear 0-norm minimization formulation to recover the sparse damage severity vector, then relaxes it to a linear and distributively tractable one. An optimal algorithm based on the alternating direction method of multipliers (ADMM) and a heuristic distributed linear programming (DLP) algorithm are proposed to estimate the damage severity vector distributively. By limiting sensors to exchange information among neighboring sensors, the distributed decision-making algorithms reduce communication costs, thus alleviate the channel interference and prolong the network lifetime. Simulation results in monitoring a steel frame structure prove the effectiveness of the proposed algorithms.
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I. INTRODUCTION

Recent development in micro-fabrication and wireless communication technologies enables the application of wireless sensor networks (WSNs), which consist of spatially distributed sensors with embedded sensing, computation, and wireless communication capabilities [1]. Accompanied with the unprecedented data collection opportunities, new challenges also emerge due to two main constraints in network resources: Communication bandwidth and battery power. In a large-scale centralized network, extensive communication between wireless sensors and the fusion center results in strong interference, as well as constitutes the main source of energy consumption.

To meet the rigid bandwidth and energy constraints, distributed in-network processing has attracted interest in a wide range of areas, such as classification [2], estimation [3], consensus [4], and learning [5]. Without using any fusion center, decisions are made in a collaborative manner via local information exchange among one-hop neighboring sensors.

This paper considers the application of distributed decision-making in an online structural health monitoring (SHM) system. SHM refers to the process of damage detection for civil, aerospace and mechanical engineering systems [6]. Here the damage is defined as changes to the material or geometric properties of these systems due to either internal factors such as aging, or external forces such as natural disasters. Through acquisition and interpretation of critical structural response data, an online SHM system periodically assesses the health condition of a structure at three main levels: 1) Identification of anomalies and damages in a structure, 2) localization of damage, and 3) quantification of damage severity [7].

Contrary to previous work which needs frequent and extensive multi-hop data exchange between sensors and the fusion center [8], [9], the proposed online SHM system emphasizes distributed decision-making at limited communication costs. By applying the auto-regressive and auto-regressive with exogenous inputs (AR-ARX) method as the embedded damage detection approach [10], sensors independently calculate corresponding damage-sensitive coefficients in each monitoring period. A vector of damage severity coefficients, which identifies, localizes, and quantifies damages, is distributively solved via information exchange among neighboring sensors. Such distributed processing is repeated in every sampling period for online monitoring during normal operations. Upon detecting damages, sensors can either trigger alarms autonomously or transmit the refined damage information to a central console to help repair the structure.

The main challenges in designing the online SHM system are twofold: 1) How can we formulate the problem as a distributively tractable one? 2) How can we solve the problem in an energy-efficient way? This paper contributes on both aspects, including problem formulation and algorithm design:

1) Taking an optimization approach, we propose a series of optimization formulations for estimating damage over a large field. Considering damage as a rare phenomenon in a structure, the damage severity vector only has a small number of non-zero elements. Recognition of this important sparsity property allows us to formulate a 0-norm minimization problem (P0), which recovers the sparse damage severity vector from the distributed damage-sensitive coefficients. Motivated by recent advances in compressed sampling and sparse signal recovery [11], we relax the non-linear 0-norm minimization formulation to a linear 1-norm minimization problem (P1) for computational tractability. Further, to enable distributed algorithm design in the presence of the coupling effect among the decision variables of all sensors, we introduce an approximated formulation (PA) which decouples sensors that are not neighbors to each other.

2) We derive efficient iterative algorithms to recover the damage severity vector in a distributed manner. The alternating direction method of multipliers (ADMM) is adopt to pro-
vide the optimal solution to Pa. However, ADMM generally converges slowly and needs to exchange Lagrangian multipliers among neighboring sensors. To alleviate the communication burden, we further propose a heuristic distributed linear programming (DLP) algorithm, which has faster convergence rate and obviates the need of exchanging extra information besides intermediate decision variables.

The methodology developed here for distributed detection, message passing, and decision-making, also applies to other monitoring applications of energy-constrained large-scale sensor networks where the phenomena of interest are sparse.

This paper is organized as follows. Section II surveys related work. The AR-ARX method is described in Section III. Section IV discusses the optimization formulations and proposes two distributed algorithms. Simulation results are provided in Section V to verify the effectiveness of the distributed SHM algorithms. Section VI summarizes the paper.

II. RELATED WORK

In WSNs, there are four categories of infrastructures according to the way of data processing and information transmitting:

1) Centralized infrastructure: Sensors send back raw measurement data to a fusion center for data processing.

2) Node-level distributed infrastructure: Sensors send back refined data, which is extracted from the raw data, to a fusion center for data processing.

3) Hierarchical infrastructure: Sensors are divided into several clusters. Within a cluster, sensors send information to a cluster head for data processing. Cluster heads may exchange information with each other, make decisions collaboratively, and send decisions to a central console.

4) Network-wide distributed infrastructure: Each sensor exchanges information only with its neighboring sensors, and makes decision autonomously. The final decisions are then sent to a central console.

In centralized and node-level distributed infrastructures, sensors need to communicate with the fusion center frequently. However, in a large-scale WSN, one-hop communication between sensors and the fusion center is generally impossible. In the hierarchical infrastructure, each sensor is limited to exchange information with its cluster head, but it is difficult to redefine clusters in a large-scale WSN. Furthermore, failure of a cluster head leads to the malfunction of the whole cluster. Hence to improve the scalability and robustness of the network, it is preferred to apply a network-wide distributed infrastructure, in which each sensor exchanges information among its neighboring sensors and makes decision autonomously.

This paper is among the efforts toward the broad objective of distributed in-network processing [2]-[5]. Though problem formulations are different, the common design principle is to accomplish an otherwise centralized task in a distributive way and to improve the scalability, robustness, and lifetime of a network.

A well-studied distributed in-network processing task is consensus averaging [4], [12]. Sensors dynamically exchange current estimates with one-hop neighbors and update their local estimates, until the whole network reaches consensus on an averaged scalar. A more complicated task is to distributively optimize an objective function, which is common in estimation and learning. In [5] and [13], separable objective functions are optimized based on the decentralized incremental sub-gradient approach. An estimation problem is formulated to be with a separable objective function and a set of consensus constraints in [14]. By iteratively updating local estimates, the network reaches a consensus which minimizes the estimation error.

This paper considers the problem of estimating a vector for the distributed network, though each sensor only needs to know its own decision scalar eventually. The problem is formulated as a linear program, in which the objective function is separable and each constraint decouples the relationship among non-neighboring sensors. We adopt primal-dual methods, which have been proved to be powerful tools for distributed inference [15], [16], as optimal distributed solutions. However, the primal-dual methods generally require nontrivial rounds of iterations to reach convergence, thus results in significant communication overhead. Furthermore, sensors need to exchange extra information, such as Lagrangian multipliers, in addition to exchanging intermediate decision variables. By investigating the specific problem structure, this paper also propose a heuristic distributed algorithm, which has faster convergence rate and exchanges fewer information.

Our work on distributed decision-making not only contributes to the general WSN literature as mentioned above, but also represents a new approach to the interdisciplinary problem of SHM using WSNs. In this paper we use the AR-ARX method as the embedded damage identification approach. The AR-ARX method classifies the damaged pattern via comparing the statistics between baseline measurements and current measurements [10]. It is important to note that the proposed distributed online SHM framework can be combined with other damage identification tools. For detailed review of damage identification methods, readers are referred to [7].

Online SHM based on WSNs has emerged in recent years as a promising technique to monitor structural health conditions. Wireless sensors are equipped with sensing units to measure structural responses, communication units to transmit information without using expensive coaxial wires, and computation units to process raw data and make decisions. Extensive survey of SHM based on WSNs can be found in [17].

A hierarchical network infrastructure is considered in [8], in which sensors collects raw data; while cluster heads exchange damage information, make final decisions, and transmit to a central console. In [9], sensors apply the AR-ARX method in a node-level distributed manner and transmit refined data to a fusion center. However, study of online SHM based on the network-wide distributed infrastructure is still in its beginning stage. In this paper, we focus on distributed decision-making for online SHM, aiming at improving scalability and robustness of a WSN under the constraints of bandwidth and energy.

III. AR-ARX METHOD

The AR-ARX method is a statistic pattern recognition approach which is composed of a modeling stage where the struc-
ture is known to be undamaged, and a decision-making stage where the damage state is unknown [10]. The basic idea is to classify damaged patterns via comparing the statistics between baseline measurements and current measurements.

A. AR and ARX Models

Let \( z = \{z_k\} \) be the time-series response of a structure at a specific sensor location. Assuming the response to be stationary, an AR process model is used to fit the discrete measurement data:

\[
z_k = \sum_{i=1}^{p} b_i z_{k-i} + r_k.
\]

The response of the structure at sample time \( k \), as denoted by \( z_k \), is a function of \( p \) previous observations of the system response, plus a residual error term \( r_k \). Weights on the previous observations of \( z_{k-i} \) are denoted by coefficients \( \{b_i\} \).

It is assumed that the residual error of the AR model \( r_k \) is influenced by the unknown excitation. As a result, a second time-series model, an autoregressive with exogenous inputs (ARX) model, is chosen to model the relationship between the residual errors and the measured response of the system:

\[
z_k = \sum_{i=1}^{a} \alpha_i z_{k-i} + \sum_{j=0}^{b} \beta_j r_{k-j} + \varepsilon_k.
\]

Coefficients on past measurements and the residual errors of the AR model are \( \{\alpha_i\} \) and \( \{\beta_j\} \), respectively. The residual of the ARX model \( \varepsilon_k \) is a damage sensitive feature being used to identify the existence of damage in the structure.

In the modeling stage, the structure is known to be undamaged, the AR and ARX models are constructed under various ambient vibration levels. The coefficients of models, i.e., \( \{b_i\} \), \( \{\alpha_i\} \), and \( \{\beta_j\} \), and the standard variations of the residuals, i.e., \( \{\sigma^2(\varepsilon_k)\} \), are stored in the database of each sensor, denoted as \( \{b_i^{DB}\} \), \( \{\alpha_i^{DB}\} \), \( \{\beta_j^{DB}\} \), and \( \{\sigma^2(\varepsilon_k^{DB})\} \).

B. Statistical Pattern Recognition

In the decision-making stage, an AR model is fitted based on the response \( z_k \) of the structure in an unknown state (damaged or undamaged). The coefficients of the fitted AR model are compared to the database of AR-ARX model pairs previously calculated for the undamaged structure. A match is determined by minimizing the Euclidian distance \( D \) of the newly derived AR model and the database AR model coefficients, \( b_i \) and \( b_i^{DB} \), respectively. The Euclidian distance \( D \) is defined as:

\[
D = \sum_{i=1}^{p} (b_i^{DB} - b_i)^2.
\]

If no structural damage is experienced and the operational conditions of the two models are close to one another, the selected AR model from the database will closely approximate the measured response. If a damage has been sustained by the structure, even the closest AR model of the database will not approximate the measured structural response well.

The measured response \( z_k \) of the structure in the unknown state, and the residual errors \( r_k \) of the fitted AR model, are substituted into the database ARX model to determine the residual error \( \varepsilon_k \) of the ARX model:

\[
z_k = \sum_{i=1}^{a} \alpha_i^{DB} z_{k-i} + \sum_{j=0}^{b} \beta_j^{DB} r_{k-j} + \varepsilon_k.
\]

The residual errors \( \{\varepsilon_k\} \) of the ARX model are the damage sensitive feature.

Here we briefly discuss the statistics of the residual errors. Define the ratio of the variance of the residual errors to that in the database as:

\[
y = \frac{\sigma^2(\varepsilon_k)}{\sigma^2(\varepsilon_k^{DB})}.
\]

Here \( \sigma^2(\varepsilon_k) \) and \( \sigma^2(\varepsilon_k^{DB}) \) are variances of the residual errors. Suppose the models are accurate and the ambient excitations are Gaussian random variables with zero means. Hence the residual errors are also Gaussian variables with zero means. If the structure is undamaged, i.e., the system models remain the same, and the noise level keeps invariant, then \( y \) follows F-distribution, and the degree-of-freedom is equal to the length of the measured data. If the structure is damaged, i.e., coefficients of the system models change, variance of the residual errors increases because of model mismatch. From this angle of view, \( y \) is a damage-sensitive coefficient.

C. Damage-Sensitive Coefficient and Severity Coefficient

Assume a large-scale WSN is deployed in a sensing area. In the modeling stage, each sensor builds up a database for the measured response signals. In the decision-making stage, sensors periodically perform monitoring tasks, firstly collecting batches of data and secondly generating damage-sensitive coefficients. Based on the damage-sensitive coefficients, the damages are identified, localized, and quantified.

It has been proved in [18] that a damage-sensitive coefficient of one sensor is composed of accumulated damage influences of all monitoring points and a random noise. Consider sensor \( i \) which has a damage-sensitive coefficient \( y_i \) as defined in (5). The coefficient \( y_i \) follows F-distribution if the structure is undamaged. Otherwise a damage-related term is appended. Therefore, \( y_i \) is the summation of a damage-related term \( s_i \) and a random variable \( \varepsilon_i \) with F-distribution:

\[
y_i = s_i + \varepsilon_i.
\]

Here \( s_i \) is decided by the cumulative effects of the damaged points. The random variable \( \varepsilon_i \) is under F-distribution with degree-of-freedom \((n, n)\), where \( n \) is nearly the number of sampling points. When \( n \) is large, the probability density function of \( \varepsilon_i \) is almost symmetric with respect to \( \varepsilon_i = 1 \).

Suppose the large network is densely deployed such that one damaged point is co-localized with one sensor point. Therefore, letting \( \mathcal{C} \) be the set of \( L \) sensors, without loss of generality, \( s_i \) can be written as:

\[
s_i = \sum_{j \in \mathcal{C}} c_{ji} f_{ji}.
\]
Here $c_j$ is positive and represents the severity of the damage point collocated with sensor $j$, and is defined as severity coefficient of point $j$. The normalized basis function $f_{ji}$ represents the effect of damage in point $j$ on point $i$. The model in (7) is general enough to describe a wide range of structural damage behavior, provided that the parameters $\{f_{ji}\}$ can be acquired via, say, statistical learning and/or domain knowledge. Since the focus of this paper is on information processing using sensor networks, we investigate regular-shaped structures as an illustrative example for clear exposition on the algorithm design. In this case, one critical observation based on simulation validation is that, the influence of one damage decreases as the distance from the damage increases. Generally speaking, this kind of influence can be described by an isotropic Gaussian-shaped basis function:

$$f_{ji} = e^{-d_{ji}^2/\sigma^2_i}.$$  

(8)

Here $d_{ji}$ is the distance between $j$ and $i$ and $\sigma$ is the known impact coefficient of $j$. The isotropic Gaussian-shaped basis function assumes isotropic influence of a damage point, which is adopted for analytical convenience but still able to approximate most practical cases in regular-shaped structures.

IV. DISTRIBUTED SHM ALGORITHMS

In this section, we formulate the SHM task as a nonlinear 0-norm minimization problem and then relax it to a 1-norm linear program. The centralized formulation is further slightly modified to make distributed processing possible. An optimal algorithm based on the ADMM and a heuristic DLP algorithm are proposed to estimate damage severity coefficients in a distributed way.

A. Problem Formulation

Combining (6)–(8), the objective of the SHM task is to recover $\{c_j\}$ from noise-polluted measurements $\{y_i\}$ and known $\{d_{ji}\}$ and $\{c_j\}$. Note that for two neighboring sensors $i$ and $j$, $d_{ji}$ can be obtained in initializing the network. Therefore the basis function value $f_{ji}$ is known by (8) in advance. Our novel idea hinges on a key observation that damages are generally scarce in a structure from an engineering perspective. Hence, the severity vector $c = [c_1, \ldots, c_N]^T$, which is a concatenation of the severity coefficients, is sparse. Sparsity of $c$ can be measured by 0-norm $\|c\|_0$ which counts the number of nonzeros of $c$. Capitalizing on the sparse nature of $c$, we propose a 0-norm minimization formulation $P0$:

$$\min \|c\|_0$$

s.t. $|y_i - \sum_{j \in \mathcal{L}} f_{ji}c_j - 1| \leq \theta, \forall i \in \mathcal{L},$

$$c_i \geq 0, \forall i \in \mathcal{L}. $$

(9)

We predefine a common threshold $\theta$ and impose a constraint $|c_i - 1| = |y_i - \sum_{j \in \mathcal{L}} f_{ji}c_j - 1| \leq \theta$ on each $i$ since $c_i$ is with mean value 1. Therefore, the resulting random noises are constrained to an interval. The role of the linear constraints is similar as that of the commonly used quadratic constraints in dealing with random noises. However, the linear constraint terms may lead to a simple heuristic distributed linear programming solution as we will discuss in this section.

The problem $P0$ has linear constraints and a nonlinear objective function. Motivated by the recent progress on compressive sensing [11], we relax it to a 1-norm minimization formulation, denoted as $P1$:

$$\min \|c\|_1$$

s.t. $|y_i - \sum_{j \in \mathcal{L}} f_{ji}c_j - 1| \leq \theta, \forall i \in \mathcal{L},$

$$c_i \geq 0, \forall i \in \mathcal{L}. $$

(10)

Here $P1$ is a standard linear program, which can be easily solved in a centralized way. As demonstrated extensively in the compressive sensing literature [11], $P0$ and $P1$ may have the same solution when $c$ is sparse enough, and the matrix composed of the coefficients $\{f_{ji}\}$ is well conditioned.

However, to satisfy the constraint $|y_i - \sum_{j \in \mathcal{L}} f_{ji}c_j - 1| \leq \theta$ in $P1$ for any $j$, all decision variables $\{c_j, j \in \mathcal{L}\}$ should be known to $i$. To make distributed decision-making possible, we further introduce an approximated formulation $Pa$ as follows:

$$\min \|c\|_1$$

s.t. $|y_i - f_{ii}c_i - \sum_{j \in \mathcal{N}_i} f_{ji}c_j - 1| \leq \theta, \forall i \in \mathcal{L},$

$$c_i \geq 0, \forall i \in \mathcal{L}. $$

(11)

Here $\mathcal{N}_i$ denotes the set of one-hop neighbors of sensor $i$. Note that the basis function is normalized such that $f_{ii} = 1$. Furthermore, the transmission ranges of sensors are homogeneous, such that if $i$ is a one-hop neighbor of $j$ then $j$ is also a one-hop neighbor of $i$. In this way, we are able to limit the information exchange to among one-hop neighbors, as illustrated in the following distributed algorithms. Intuitively, the performance gap between $P1$ and $Pa$ is small if given $i$, $f_{ji}$ is small for any $j \notin \mathcal{N}_i$ and $j \neq i$. Fortunately this is generally the case in practice. Considering the isotropic Gaussian-shaped basis function, if $d_{ji}$ is large enough such that $j$ and $i$ are not one-hop neighbor of each other, then $f_{ji}$ is small.

B. Alternating Direction Method of Multipliers

Let us rewrite (11) using slack variables $\{s_{1i}\}$ and $\{s_{2i}\}$ to form the following equivalent linear program:

$$\min \sum_{i=1}^L c_i$$

s.t. $f_{ii}c_i + \sum_{j \in \mathcal{N}_i} f_{ji}c_j - s_{1i} + \theta + 1 - y_i = 0, \forall i \in \mathcal{L},$

$$f_{ii}c_i + \sum_{j \in \mathcal{N}_i} f_{ji}c_j + s_{2i} - \theta - 1 + y_i = 0, \forall i \in \mathcal{L},$$

$$c_i \geq 0, s_{1i} \geq 0, s_{2i} \geq 0, \forall i \in \mathcal{L}. $$

(12)

Equation (12) has an optimal iterative solution based on the ADMM [15]. For any $i \in \mathcal{L}$, slack variables $s_{1i}$ and $s_{2i}$, Lagrangian multipliers $\gamma_{1i}$ and $\gamma_{2i}$, $\lambda_{1i}$ and $\lambda_{2i}$, and decision vari-
able $c_i$ are updated for time $t + 1$ as follows:

$$
\begin{align*}
\gamma_{1i}(t+1) &= \frac{1}{m_i} \left( \sum_{j \in N_i \cap \partial_j} f_{ji} c_j(t) - (y_i - 1 - \theta) \right), \\
\gamma_{2i}(t+1) &= \frac{1}{m_i} \left( \sum_{j \in N_i \cap \partial_j} f_{ji} c_j(t) - (y_i - 1 + \theta) \right), \\
\lambda_{1i}(t+1) &= \lambda_{1i}(t) + \frac{d}{m_i} \left( \gamma_{1i}(t+1) - s_{1i}(t+1) \right), \\
\lambda_{2i}(t+1) &= \lambda_{2i}(t) + \frac{d}{m_i} \left( \gamma_{2i}(t+1) - s_{2i}(t+1) \right), \\
g_i(t+1) &= \sum_{j \in N_i \cap \partial_j} \left( - df_{ij} e_{1j}(t+1) - f_{ij} \lambda_{1j}(t+1) \\
&+ df_{ij} e_{2j}(t+1) - f_{ij} \lambda_{2j}(t+1) + 2df_{ij} c_i(t) \right), \\
h_i(t+1) &= \sum_{j \in N_i \cap \partial_j} df_{ij}^2,
\end{align*}
$$

where $[\cdot]^+$ denotes the projection to $[\cdot, 0]$, $[\cdot]^-$ denotes the projection to $[\cdot, 0]^*$, $m_i$ denotes the number of neighbors of sensor $i$ plus 1, namely, the number of sensors which are inside the communication range of sensor $i$; $d$ is a constant positive coefficient.

According to (13)–(16), each sensor only need to know the decision variables and Lagrangian multipliers of its one-hop neighboring sensors to update its own slack variables, Lagrangian multipliers, and decision variable. In summary, we have the following distributed ADMM solution to $\text{Pa}$:

**Algorithm 1: ADMM**

**Step 1:** Each sensor $i$ holds a predefined common threshold $\theta$, a predefined constant $d$, and a calculated damage-sensitive coefficient $y_i$. Then sensor $i$ calculates $\{f_{ji}, j \in N_i\}$ by estimating its distances from neighboring sensors. Sensor $i$ also calculates $m_i$ by counting the number of its one-hop neighbors. The initial decision variable, slack variables, and Lagrangian multipliers are all set as 0.

**Step 2:** In iteration $t + 1$, each sensor $i$ broadcasts its current decision variable $c_i(t)$, Lagrangian multipliers $\lambda_{1i}(t)$ and $\lambda_{2i}(t)$, and $\gamma_{1i}(t)$, and $\gamma_{2i}(t)$ to its one neighboring sensors $j \in N_i$.

**Step 3:** Each sensor $i$ updates its slack variables $s_{1i}(t+1)$ and $s_{2i}(t+1)$. According to (13), its multipliers $\lambda_{1i}(t+1)$ and $\lambda_{2i}(t+1)$ according to (14), its multipliers $\gamma_{1i}(t+1)$ and $\gamma_{2i}(t+1)$ according to (15), and its decision variable $c_i(t+1)$ according to (16).

**Step 4:** Repeat Step 2 and Step 3 until reaching convergence.

**C. Distributed Linear Programming**

ADMM is an optimal solution to $\text{Pa}$. However, the communication load of ADMM may be high. Firstly, the convergence rate of ADMM is generally slow; thus a large amount of information exchange is needed to guarantee convergence. Secondly, in each iteration, sensors exchange not only decision variables but also Lagrangian multipliers. Considering that communication cost is the main source of energy consumption, the following question arises: Can we design a more energy-efficient algorithm for a distributed network?

This paper proposes a distributed linear programming (DLP) algorithm to solve $\text{Pa}$ in a more energy-efficient way. An inspiration for low-cost distributed processing comes from [19], where Tseng proposed a distributed optimization framework for linear programs satisfying a certain diagonal dominance conditions. In the distributed optimization framework, an objective function is divided into uncoupled terms, and constraints are assigned to different processors. This distributed processing framework stimulates us to assign the objective function and constraints in $\text{Pa}$ to individual sensors as:

$$
\begin{align*}
\min & \quad c_i, \\
\text{s.t.} & \quad |y_i - f_{ji} c_j - \sum_{j \in N_i} f_{ji} c_j| < \theta, c_i \geq 0. 
\end{align*}
$$

Solution to (17) is $c_i = [y_i - 1 - \theta - \sum_{j \in N_i} f_{ji} c_j]^{+}/f_{ii}$. Or if $y_i - 1 + \theta - \sum_{j \in N_i} f_{ji} c_j < 0$. Therefore, we have the following distributed DLP algorithm to $\text{Pa}$:

**Algorithm 2: DLP**

**Step 1:** Each sensor $i$ holds a predefined common threshold $\theta$, and a calculated damage-sensitive coefficient $y_i$. The initial decision variable is set as 0.

**Step 2:** In iteration $t + 1$, each sensor $i$ broadcasts its current decision variable $c_i(t)$ to its one neighboring sensors $j \in N_i$.

**Step 3:** Each sensor $i$ updates its decision variable by $c_i(t+1)$

$$
|y_i - 1 + \theta - \sum_{j \in N_i} f_{ji} c_j|^+ / f_{ii}.
$$

**Step 4:** Repeat Step 2 and Step 3 until reaching convergence.

The simplicity of DLP over ADMM is evident. Furthermore, the convergence rate of DLP is faster than that of ADMM, and sensors do not need to exchange extra information other than current decision variables.

**D. Application-Related Issues**

In this subsection, we will discuss three application-related issues, including selection of basis function, asynchronous optimization and network robustness.

1) **Selection of basis function**

Selection of basis function plays a critical role in the online SHM system. Intrinsically, the basis function of one point is decided by the structure itself. Since direct experiments on the structure is impractical, an alternative approach is to simulate the influence of damages with software in advance. However, simulation and pre-programming with respect to individual sensors are time-consuming for a large network. Hence we rather consider a general type of basis function, such as the isotropic Gaussian shape in (8), which has been proved to be a good approximation of practical cases. The control factor $\sigma_i$ is
identical for any \( i \) and can be obtained from simple simulation.

Selection of the basis function, combined with selection of the communication range of sensors, is also related to the performance gap between \( \text{P1} \) and \( \text{Pa} \). If the control factor \( \sigma_i \) is large while the communication range is small, influence of \( i \) is underestimated in relaxing \( \text{P1} \) to \( \text{Pa} \); thus the performance gap is no longer negligible. Hence, it is essential for sensors to communicate with an adequate range in order to ensure modeling accuracy.

Let us consider the consequences of model mismatch, namely, if \( \sigma_i \) is different from its real value. If point \( i \) is damaged and \( \sigma_i \) is chosen to be larger than its real value, then a correctly decided \( c_i \) may lead to infeasibility of \( \text{Pa} \), since \( \{c_j, j \in N_i\} \) possibly have to be negative to meet the threshold constraints. Here the simple updating rule of \( \text{DLP} \) shows to be robust because Step 3 in Algorithm 2 still updates decision variables even when the \( \text{Pa} \) is infeasible.

If point \( i \) is damaged and \( \sigma_i \) is chosen to be smaller than its real value, then the neighboring sensors may report damages to match the damage-related coefficients. This directly results in false-positive alarms. An extreme setting is \( \sigma_i = 0 \), which ignores the interrelationship between neighboring points and leads to a trivial solution, namely, reporting the damage for point \( i \) if \( y_i - 1 \geq \theta \).

2) Asynchronous optimization: In our online monitoring scheme, decision making is carried out in every sampling period based on the damage-sensitive coefficients \( \{y_i\} \) collected during this period. Hence, coarse synchronization is needed to ensure that each sensor \( i \) contributes its data \( y_i \) within the right sampling period. However, in the decision-making period, though the network is assumed to be synchronized for each iteration, the ADMM and DLP algorithms can be implemented asynchronously [15]. In Step 2 of Algorithms 1 and 2, sensors can no longer broadcast synchronously. On the contrary, sensors hold random timers, wake up randomly, and sends requests to neighboring sensors. Upon receiving requests, sensors wake up and start to broadcast. Then sensors turn to sleep mode to save energy.

The advantages of the asynchronous scheme are threefold. Firstly, sensors only need to synchronize for sampling and decision-making periods, other than for each iteration of the optimization process. Hence the burden of fine synchronization can be avoided. Secondly, interference of synchronized broadcasting is diminished via randomly asynchronous broadcasting; therefore the probability of packet loss is reduced. Thirdly, switching between random wake-up mode and sleep mode helps the network to save energy, thus prolongs the network lifetime.

3) Network robustness: Finally we discuss the advantage of robustness brought by the distributed network infrastructure. In the centralized network, failure of one sensor not only results in the loss of corresponding measurement, but also brings difficulty for routing. Whereas in the distributed network, simple one-hop communication is in place of end-to-end communication between sensors and the fusion center; hence the network robustness is improved.

Furthermore, the distributed algorithms are robust to packet loss and communication errors. Packet loss of intermediate decision variables and Lagrangian multipliers means the absence of one iteration step. According to our discussion of asynchronous optimization, it does not affect the convergence of the algorithms. Similarly, communication errors can be treated as perturbation of the iterations, and do not obstruct the convergence of the algorithm as long as the optimization formulation keeps unaltered.

V. SIMULATION RESULTS

In this section, we provide extensive simulation results to illustrate the effectiveness of the proposed distributed online SHM algorithms based on a two-dimensional structure model.

A. General Settings

We consider a steel frame structure with 12 stories and 9 bays, simplified as a two-dimensional model, as in Fig. 1. A grid network of 120 sensors is deployed in the joint points. The width of a bay is 24 feet and the height of a floor is 14 feet. Ambient Gaussian white noises are imposed to the foundation. Response of the structure is analyzed by the finite element program OpenSees [20]. Damage patterns are introduced by reducing the structural stiffness of one or several columns.

In each monitoring period of both modeling and decision-making stages, 1000 acceleration output measurements are sampled to generate AR and ARX models. The order of the AR model is set as \( p = 30 \) in (1) and the orders of the ARX model are set as \( a = 5 \) and \( b = 5 \) in (2). After a monitoring period of the modeling stage, each sensor stores the model information in its database, as described in Section III-A. During a monitoring period of the decision-making stage, each sensor identifies AR and ARX models and calculates the damage-sensitive coefficient according to Section III-C. Then sensors collaboratively estimate the severity vector based on the distributed algorithms. A sensor reports to the central console upon detecting a damage, namely, when the corresponding severity coefficient is larger than 0.

Here we compare the performance of four algorithms:

1) Centralized: The ADMM algorithm in which sensors have infinite communication range. Hence it returns the optimal solution to the centralized formulation \( \text{P1} \). In the basis function, \( \sigma_i = 14 \) for all \( i \).

2) ADMM: The ADMM algorithm in which each sensor has a communication range slightly larger than 24 feet. That is, each sensor is able to communicate with 4 neighboring sensors. The ADMM algorithm is optimal to the distributed formulation \( \text{Pa} \). In the basis function, \( \sigma_i = 14 \) for all \( i \).

3) DLP: The DLP algorithm in which each sensor also has a communication range slightly larger than 24 feet. In the basis function, \( \sigma_i = 14 \) for all \( i \).

4) Threshold: The DLP algorithm in which each sensor also has a communication range slightly larger than 24 feet. In the basis function, \( \sigma_i = 0 \) for all \( i \). This solution reports damage for point \( i \) if \( y_i - 1 \geq \theta \).

Throughout the simulations the threshold is set as \( \theta = 0.04 \).
To describe the performance of the algorithms, we adopt the following criteria: Convergence rate (which decides energy-efficiency of the network), false-negative rate (neglecting a damage when it occurs), and false-positive rate (reporting a damage when it does not exist).

B. Single-Damage Pattern

Let us firstly consider a single-damage pattern, in which we reduce 57% stiffness for the column between sensors (6,5) (located in 6th floor, 5th bay) and (7,5) (located in 7th floor, 5th bay). The spatial distribution of the damage-sensitive coefficients is shown in Fig. 2. The centralized, ADMM, and DLP solutions all converge to a similar decision vector and report damages in correct points, as depicted in Fig. 3. Performance gap between the centralized and ADMM solutions are trivial, since the distributed formulation of 1 is a good approximation of the centralized formulation P1.

Comparing the convergence rate, the ADMM solution converges after 40 iterations while the DLP solution converges after 4 iterations. Furthermore, the ADMM solution requires more information exchange per iteration. For the ADMM solution, each sensor needs to broadcast one decision variable and four Lagrangian multipliers in each iteration; while for the DLP solution, each sensor only needs to broadcast one decision variable in each iteration. Hence the DLP solution drastically improves the energy-efficiency of the network.

Secondly, we still consider the single-damage pattern discussed above with 4 more data sets to study false alarms of the three distributed algorithms. Damage identification results are shown in Table 1. The optimal ADMM solution to P1 is sometimes infeasible because of model mismatch. The threshold algorithm tends to generate false-positive alarms as it ignores interrelationship between neighboring points. The DLP algorithm is robust to model mismatch and reduces false-alarms by introducing the interrelationship.

C. Multiple-Damage Pattern

In the multiple-damage pattern, more than one columns are damaged. Consider damage of the column beneath the sensor (1,1) and damage of the column between sensors (6,5) and (7,5), both with stiffness reduction as 57%. Table 2 provides simulation results on 4 sets of data, in which each data set contains 1000 sampling points. The ADMM solution greatly suffers from the infeasibility problem, while the threshold algorithm generates many false-positive alarms. On the contrary, the DLP algorithm both tackles the infeasibility problem and reduces the false-positive alarms.

D. Damage Severity

Now we discuss the ability of the online SHM algorithms, ADMM and DLP, to evaluate damage severity. By setting stiffness reduction as different levels, relative severity coefficients are shown in Fig. 4. For each sensor point, the severity coefficient increases at the stiffness reduction increases, therefore the proposed online SHM algorithms are able to not only localize damage position but also quantify damage severity. It should be noted that the severity coefficient of point (6,5) is always larger than that of point (7,5). This common phenomenon in the AR-ARX method indicates that damage in a column has larger effect on the upper part of a structure than that on the lower part.
VI. CONCLUSIONS

In this paper, we discuss the distributed decision-making problem in a large WSN, and focus on its application in online SHM. Observing the fact that damages are generally scarce in a structure, this paper develops a nonlinear 0-norm minimization formulation to recover the sparse damage severity vector. Motivated by the current progress on compressive sensing, we relax the nonlinear program to a 1-norm convex program, and further an approximated linear program which is distributively tractable. Two algorithms, an optimal algorithm based on ADMM and a heuristic DLP algorithm, are proposed to make decisions in a distributive and collaborative way. The distributed in-network processing scheme limits information exchange to among one-hop neighboring sensors, hence improves energy-efficiency and network robustness.

Under the context of in-network processing for WSNs, one of our future work is to consider larger sets of basis functions. Herein choosing basis functions for better description of the sensing field will be a challenging but interesting topic.
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